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GRAINOBLE:  
a multiphase gas-grain astrochemical model



Microchemical Accuracy

Chemical Complexity

Rate equations: 
(Hasegawa et al. 1992, 1993)

Methods for grain surface modelling



Extended from gas phase models: 

Species are produced by the reaction between reactive and mobile species 
→ limited by diffusion

ν0: vibrational frequency given by harmonic oscillator relation ~ 1012-1013 s-1  
Ed: diffusion energy 
Ns: number of grain sites

Accretion Evaporation Chemical reactions

Rate equations



Pros: fast 
- sophisticated chemical networks 
- statistical number of simulations  
- can be coupled with dynamics 

Cons: 
- inaccurate treatment of random walk 
- surface structure ignored 
- fails in the accretion limit

Microchemical Accuracy

Chemical Complexity

Rate equations: 
(Hasegawa et al. 1992, 1993)

Methods for grain surface modelling



Modified Rate equations 
+ fast and valid in the accretion limit 
- surface structure still ignored  
(Caselli et al. 1998, Garrod 2008)

Rate equations

Chemical Complexity

Microchemical Accuracy

Methods for grain surface modelling



Master equation 
+ valid in the accretion limit 
- few species at a time 
- computationally expensive 
(Biham et al. 2001, Green et al. 2001)

Modified Rate equations

Rate equations

Chemical Complexity

Microchemical Accuracy

Methods for grain surface modelling



Macroscopic Monte-Carlo models 
+ valid in the accretion limit 
+ more efficient than the direct Master equation resol. 
- more expensive than rate equations 
(Tielens & Hagen 1982, Charnley 2001, Vasyunin et al. 2009) 

Modified Rate equations

Rate equations

Chemical Complexity

Microchemical Accuracy

Methods for grain surface modelling

Master equation



Watanabe et al. (2004)

Hydrogenation of CO ice

Diffusion of light particles into/from the bulk

Desorption of H2O:X ice mixtures

Collings et al. (2004)



Methods for grain surface modelling

Off-Lattice Monte Carlo 
+ detailed surface structure 
- few species; small network 
- gas/grain coupling impossible 
(Garrod 2013)

Chemical Complexity

Rate equations

Microchemical Accuracy

On-Lattice Monte Carlo  
(a.k.a CTRW, kMC) 

+ micro. processes and ice structure 
- computationally expensive 
(Chang et al. 2005, 2014; Cuppen et al. 2007, 2009)



Ice structure predicted by kinetics MC models

Cuppen et al. (2009)
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Figure 4. Simulated dust grain ice mantles formed at various gas densities, with each containing 200,000 water molecules, as well as other species; molecular
hydrogen (H2) is highlighted in blue to aid the eye. (a) Mantle formed through direct accretion of H2O, with no surface chemistry and arbitrary gas density; (b) mantle
formed through accretion and surface chemistry of H and O atoms, with a gas density of nH = 2 × 107 cm−3; (c) nH = 2 × 106 cm−3; (d) nH = 2 × 105 cm−3;
(e) nH = 2 × 104 cm−3.

(Animations of panels (a), (b), and (e) and a color version of this figure are available in the online version of the journal, showing the addition of 200 water molecules
per frame.)

of surface oxygen atoms, before they have the opportunity to
find alternative, stronger binding sites.

The higher-density ice mantles exhibit a highly porous or
“creviced” structure. Panels (b) and (c) in particular show a
“cauliflower-like” structure, wherein the crevices act to isolate
large-scale nodules of ice. In the lower density simulations, the
nodules become broader and the crevices become less deep. The
lowest density model indeed shows a fairly smooth ice structure
with no deep crevices or voids.

In the accretion-only simulation, the ice appears irregular on
all scales. The small-scale porous structure is largely the result
of the lack of surface diffusion, such that new species are unable
to move even a short distance into the stronger binding sites that
are provided by areas of extreme small-scale curvature of the ice
surface. However, the large-scale irregularity of the ice is caused
by the combination of fully randomized trajectories with a three-
dimensional grain; the growth of randomly produced surface

irregularities, or “bulges,” is amplified by their protrusion into
the accretion field, picking up more material from a greater solid
angle, while blocking out those trajectories for other regions
of the grain/ice surface. Such effects are still prevalent in
the active-chemistry models—panel (c) shows an ice mantle
whose underlying dust grain is centered in the image; a large
protrusion may be seen on the right. While a moderate degree
of surface diffusion may act to close over the small-scale pores
or crevices in the ice, oxygen atoms are required to diffuse a
significant distance over the ice surface to counteract the large-
scale irregularities. Consequently, while smooth on the small
scale, the lowest density simulation (panel e) nevertheless shows
an overall irregular shape.

Figure 5 shows cross sections of the same final ice mantles.
Each cross section passes through the dust grain center at an
arbitrary angle, showing molecules that sit within a “slice” 3σ
deep—this allows space for up to two molecules along a line
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nH = 2x107 cm-3 T = 10 K

Garrod (2013)



Rate-equations multiphase astrochemical models

Distinction of chemical processes in the bulk and at the surface  
(Hasegawa & Herbst 1993, Garrod & Pauly 2011, Taquet et al. 2012, 2014, 2016, Garrod et al. 
2013, 2017, Ruaud et al. 2016, Furuya et al. 2017, Vasyunin et al. 2018)

Gas phase chemistry
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Thermal  
hopping Reaction

Evaporation

Surface-mantle exchange  
due to net rate of change
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the average, absolute number of particles of species i present in
the surface layer and ndust is the gas-phase concentration of dust
particles. Thus, the quantity NS ndust represents one monolayer
of ice in this parameterization. The calculation of the net loss
or gain of each species due to chemical and physical processes
(specifically excluding any loss or gain due to transfer between
surface and mantle), [dns(i)/dt]chem, is achieved using the rates
determined in the normal operation of the chemical code. The
net rate of change in total surface material is thus [dns/dt]chem =∑

i[dns(i)/dt]chem. This quantity is used to calculate both the
total rate of transfer from surface to mantle, and the rate of
transfer for individual surface species, respectively,

[dns/dt]tran = αacc[dns/dt]chem (7)

[dns(i)/dt]tran = [dns/dt]tran[ns(i)/ns], (8)

where ns =
∑

i ns(i), and αacc is the fractional surface coverage.
The resultant loss/gain rates for the transfer of surface/mantle
species are appended to the chemical rates to give the total loss/
gain rates,

[dns(i)/dt]tot = [dns(i)/dt]chem − [dns(i)/dt]tran (9)

[dnm(i)/dt]tot = [dnm(i)/dt]chem + [dns(i)/dt]tran, (10)

where nm(i) represents the concentration of mantle species i.
In the case where [dns/dt]chem < 0, and thus there is net

desorption of material from the ice surface, new material is
transferred from the mantle to the surface, according to the
expressions

[dns/dt]tran = αdes[dns/dt]chem (11)

[dns(i)/dt]tran = [dns/dt]tran[nm(i)/nm]. (12)

Contrary to Hasegawa & Herbst (1993), we set αdes = nm/ns ̸=
αacc, with αdes limited to a maximum value of unity. This
change allows all surface material to be available for desorption,
whereas the adoption of αdes = αacc requires the complete
removal of the mantle before the degree of surface coverage
is allowed to fall to less than 1.

In this model we assume the surface material, of a thickness of
1 monolayer, to be chemically active, while the mantle is taken
to be entirely inert. At the grain temperatures of around 10 K
that are applied to models in this study, the mobility of mantle-
bound species is likely to be negligible. Furthermore, the ability
of surface hydrogen atoms to penetrate the surface and react
with material in the mantle layers has been shown by Fuchs
et al. (2009) also to be negligible at such low temperatures,
based on microscopic models of laboratory ice experiments.
While this treatment is applicable to ices detected in quiescent
regions, the further chemical processing of layers deep within
the ice mantle engendered by the star formation process would
require a more complex chemical treatment of the ice mantle.

2.3. Activation-energy Barriers and Quantum Tunneling

It is well known that a number of important grain-surface
reactions are mediated by activation-energy barriers. The grain-
surface formation of CO2, as well as that of formaldehyde
(H2CO) and methanol (CH3OH), appears to require reactions
with significant activation-energy barriers. The O + CO → CO2

reaction is frequently invoked as a primary formation route for
carbon dioxide, due to the availability of the reactants; however,
it is mediated by a barrier, most recently estimated by Roser
et al. (2001) to be of height 290 K.

The activation energies of many pertinent reactions have been
ascertained with at least moderate precision through experiment
or calculation. However, a knowledge of the activation energy
alone provides only a very weak constraint on the rate of
reaction at extremely low temperatures. This is because the
reaction probabilities at around 10 K are so small that quantum
tunneling processes can become the dominant means by which
a reaction proceeds, especially for reactions involving atomic
hydrogen, and to some degree other atomic species such as
C and O (see Goumans & Andersson 2010). The rates of
such quantum processes are generally very poorly constrained.
Chemical models such as that of Hasegawa et al. (1992) have
parameterized the tunneling process by adopting an expression
for tunneling through a rectangular potential:

κ = exp[−2(a/h̄)(2µEA)1/2], (13)

where µ is the reduced mass and a is the width of the barrier,
assigned a uniform value of 1 Å by Hasegawa et al. (1992).
Subsequent models have typically taken the same approach
(e.g., Garrod et al. 2007); however, the assumed barrier width is
arbitrary.

Goumans & Andersson (2010) recently calculated the
temperature-dependent rate of reaction (3) in the gas phase,
using quantum transition state theory. These calculations imply
a reaction probability per collision at 10 K of κ = 4.8 × 10−23

(T. Goumans 2010, private communication). This probability
represents a purely quantum tunneling process, as the thermal
rate is negligible at low temperatures. Parameterizing this value
using Equation (13), and assuming EA = 290 K (Roser et al.
2001), suggests a barrier width of 2.33 Å.

Andersson et al. (2009) calculated gas-phase rates for the
hydrogen abstraction reaction H + CH4 → CH3 + H2. That
study suggests a reaction probability per collision at 10 K of
κ = 3×10−30 (T. Goumans 2010, private communication). This
value is around 15 orders of magnitude less than that obtained
using Equation (13) with a barrier width of 1 Å and a height of
EA = 5940 K, as assumed in previous models. Assuming the
same activation energy, the Andersson et al. value suggests a
square-well potential width of 2.17 Å.

Fuchs et al. (2009) conducted laboratory experiments on
the hydrogenation of CO ice, and modeled this system using
microscopically exact methods that naturally take account of
reaction–diffusion competition. They found that the H+CO
and H+H2CO hydrogenation reactions proceed by a tunneling
process; their combined models and data imply a reaction
probability of approximately κ = 10−14, to within around one
order of magnitude.

Here, we adopt the 10 K tunneling probabilities derived from
the results of Goumans & Andersson (2010) and Andersson et al.
(2009). For the grain-surface hydrogenation of CO and H2CO,
and in the absence of directly measured or calculated rates, we
assume the typical activation-barrier heights of 2500 K (e.g.,
Garrod et al. 2008), but use a barrier width a = 2 Å to calculate
the square-well tunneling rates according to Equation (13).

2.4. Treatment of the CO+OH→CO2+H Reaction

The precise mechanism for reaction (2) involves multiple
transition states, whose relative energies are somewhat uncertain
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or calculation. However, a knowledge of the activation energy
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the average, absolute number of particles of species i present in
the surface layer and ndust is the gas-phase concentration of dust
particles. Thus, the quantity NS ndust represents one monolayer
of ice in this parameterization. The calculation of the net loss
or gain of each species due to chemical and physical processes
(specifically excluding any loss or gain due to transfer between
surface and mantle), [dns(i)/dt]chem, is achieved using the rates
determined in the normal operation of the chemical code. The
net rate of change in total surface material is thus [dns/dt]chem =∑
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expressions
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Contrary to Hasegawa & Herbst (1993), we set αdes = nm/ns ̸=
αacc, with αdes limited to a maximum value of unity. This
change allows all surface material to be available for desorption,
whereas the adoption of αdes = αacc requires the complete
removal of the mantle before the degree of surface coverage
is allowed to fall to less than 1.

In this model we assume the surface material, of a thickness of
1 monolayer, to be chemically active, while the mantle is taken
to be entirely inert. At the grain temperatures of around 10 K
that are applied to models in this study, the mobility of mantle-
bound species is likely to be negligible. Furthermore, the ability
of surface hydrogen atoms to penetrate the surface and react
with material in the mantle layers has been shown by Fuchs
et al. (2009) also to be negligible at such low temperatures,
based on microscopic models of laboratory ice experiments.
While this treatment is applicable to ices detected in quiescent
regions, the further chemical processing of layers deep within
the ice mantle engendered by the star formation process would
require a more complex chemical treatment of the ice mantle.

2.3. Activation-energy Barriers and Quantum Tunneling

It is well known that a number of important grain-surface
reactions are mediated by activation-energy barriers. The grain-
surface formation of CO2, as well as that of formaldehyde
(H2CO) and methanol (CH3OH), appears to require reactions
with significant activation-energy barriers. The O + CO → CO2

reaction is frequently invoked as a primary formation route for
carbon dioxide, due to the availability of the reactants; however,
it is mediated by a barrier, most recently estimated by Roser
et al. (2001) to be of height 290 K.

The activation energies of many pertinent reactions have been
ascertained with at least moderate precision through experiment
or calculation. However, a knowledge of the activation energy
alone provides only a very weak constraint on the rate of
reaction at extremely low temperatures. This is because the
reaction probabilities at around 10 K are so small that quantum
tunneling processes can become the dominant means by which
a reaction proceeds, especially for reactions involving atomic
hydrogen, and to some degree other atomic species such as
C and O (see Goumans & Andersson 2010). The rates of
such quantum processes are generally very poorly constrained.
Chemical models such as that of Hasegawa et al. (1992) have
parameterized the tunneling process by adopting an expression
for tunneling through a rectangular potential:

κ = exp[−2(a/h̄)(2µEA)1/2], (13)

where µ is the reduced mass and a is the width of the barrier,
assigned a uniform value of 1 Å by Hasegawa et al. (1992).
Subsequent models have typically taken the same approach
(e.g., Garrod et al. 2007); however, the assumed barrier width is
arbitrary.

Goumans & Andersson (2010) recently calculated the
temperature-dependent rate of reaction (3) in the gas phase,
using quantum transition state theory. These calculations imply
a reaction probability per collision at 10 K of κ = 4.8 × 10−23

(T. Goumans 2010, private communication). This probability
represents a purely quantum tunneling process, as the thermal
rate is negligible at low temperatures. Parameterizing this value
using Equation (13), and assuming EA = 290 K (Roser et al.
2001), suggests a barrier width of 2.33 Å.

Andersson et al. (2009) calculated gas-phase rates for the
hydrogen abstraction reaction H + CH4 → CH3 + H2. That
study suggests a reaction probability per collision at 10 K of
κ = 3×10−30 (T. Goumans 2010, private communication). This
value is around 15 orders of magnitude less than that obtained
using Equation (13) with a barrier width of 1 Å and a height of
EA = 5940 K, as assumed in previous models. Assuming the
same activation energy, the Andersson et al. value suggests a
square-well potential width of 2.17 Å.

Fuchs et al. (2009) conducted laboratory experiments on
the hydrogenation of CO ice, and modeled this system using
microscopically exact methods that naturally take account of
reaction–diffusion competition. They found that the H+CO
and H+H2CO hydrogenation reactions proceed by a tunneling
process; their combined models and data imply a reaction
probability of approximately κ = 10−14, to within around one
order of magnitude.

Here, we adopt the 10 K tunneling probabilities derived from
the results of Goumans & Andersson (2010) and Andersson et al.
(2009). For the grain-surface hydrogenation of CO and H2CO,
and in the absence of directly measured or calculated rates, we
assume the typical activation-barrier heights of 2500 K (e.g.,
Garrod et al. 2008), but use a barrier width a = 2 Å to calculate
the square-well tunneling rates according to Equation (13).

2.4. Treatment of the CO+OH→CO2+H Reaction

The precise mechanism for reaction (2) involves multiple
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value is around 15 orders of magnitude less than that obtained
using Equation (13) with a barrier width of 1 Å and a height of
EA = 5940 K, as assumed in previous models. Assuming the
same activation energy, the Andersson et al. value suggests a
square-well potential width of 2.17 Å.

Fuchs et al. (2009) conducted laboratory experiments on
the hydrogenation of CO ice, and modeled this system using
microscopically exact methods that naturally take account of
reaction–diffusion competition. They found that the H+CO
and H+H2CO hydrogenation reactions proceed by a tunneling
process; their combined models and data imply a reaction
probability of approximately κ = 10−14, to within around one
order of magnitude.

Here, we adopt the 10 K tunneling probabilities derived from
the results of Goumans & Andersson (2010) and Andersson et al.
(2009). For the grain-surface hydrogenation of CO and H2CO,
and in the absence of directly measured or calculated rates, we
assume the typical activation-barrier heights of 2500 K (e.g.,
Garrod et al. 2008), but use a barrier width a = 2 Å to calculate
the square-well tunneling rates according to Equation (13).

2.4. Treatment of the CO+OH→CO2+H Reaction

The precise mechanism for reaction (2) involves multiple
transition states, whose relative energies are somewhat uncertain

4

Diffusion and reaction  
via swapping

Eswap ~ 2 x Ediff
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Evaporation

Photo-evaporation 
Photo-dissociation

Diffusion and reaction

Heterogeneous Ice bulk considered as chemically active for T > 20 K

Gas phase chemistry

Ice surface

Rate-equations multiphase astrochemical models

Distinction of chemical processes in the bulk and at the surface  
(Hasegawa & Herbst 1993, Garrod & Pauly 2011, Taquet et al. 2012, 2014, 2016, Garrod et al. 
2013, 2017, Ruaud et al. 2016, Furuya et al. 2017, Vasyunin et al. 2018)
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Figure 2. Evolution of the physical properties as a function of the number of
layers formed in the ices obtained for a shell at the center of model A-F.
(A color version of this figure is available in the online journal.)

ice deposition profile. The time corresponding to any layer
represents the time at which the layer has been formed.

Figure 2 shows the evolution of the physical properties (nH,
T, AV ) and time with the formation of ices. Most of the ice
formation occurs in molecular clouds since about 80% of the
ice monolayers are formed when nH < 5 × 104 cm−3 and
AV,mod < 10 mag. Consequently, only 20% of the ices has been
formed in cold (T < 10 K) and dense (nH > 5 × 104 cm−3)
conditions.

The evolution of the physical conditions induces an evolution
of the gas-phase chemistry shown in Figure 3 for a selection
of important gaseous species and for the main ice components.
In particular, the abundances of atomic C, O, and N do not
display the same evolution. Atomic C is quickly transferred
to CO via reactions in the gas phase while the abundance of
atomic O slowly decreases because of its freeze-out onto the
grain surfaces forming icy species or through reactions in the
gas phase forming gaseous species such as O2. The modeled
abundance of O2 is several orders of magnitude higher than
the observations of molecular clouds carried out with space
telescopes (see Larsson et al. 2007; Liseau et al. 2012). Atomic

Figure 4. Fractional composition in each ice monolayer as a function of the
number of layers formed in the ices obtained for a shell at the center of
model A-F.
(A color version of this figure is available in the online journal.)

nitrogen shows a decrease of its abundance due to its freeze-
out on the grains and through reactions in the gas phase. Since
CO is the main destroyer of N2H+, its depletion in dense core
conditions tends to re-increase the abundance of N-bearing
species, such as N2H+, NH3, or N, at the end of the calculation.
This effect has already been observed by Bergin et al. (2001) and
Tafalla et al. (2002) and previously modeled by Bergin & Langer
(1997) and Aikawa et al. (2001). The gas-phase abundances of
the main icy components lie within a few orders of magnitude
since some species (CH3OH) are only formed at the surface of
grains and are then evaporated through non-thermal processes,
while others (H2O, H2CO, and NH3) can also be formed in the
gas phase and show higher abundances.

The mantle of cold interstellar ices is believed to be mostly
inert (Watanabe et al. 2004). The chemical composition of
each layer would, therefore, reflect the physical and chemical
properties at the moment of its formation. Figure 4 shows
the chemical composition of each layer within interstellar ices
formed with our reference model. It can be seen that the ices

Figure 3. Evolution of the gas-phase abundances of important species as a function of the number of layers formed in the ices obtained for a shell at the center of
model A-F.
(A color version of this figure is available in the online journal.)
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Figure 1.Density (top left), temperature (top right), and infall velocity (bottom left) prof les of model A-F plotted for different times and overplotted with observational
data of prestellar (red crosses) and protostellar (green plus) cores (see the text for more details). Evolution of the accretion rate as a function of time (bottom right).
The red cross represents the end of the Class 0 stage def ned as the time when the mass of the protostar reaches half of the total (protostar+envelope) mass.

(A color version of this f gure is available in the online journal.)

stages detected in various clouds, Evans et al. (2009) andMaury
et al. (2011) estimated the lifetime of Class 0 protostars tCO of
1–1.6× 105 yr and 0.4–1× 105 yr, respectively.
Figure 1 compares the physical prof les obtained with our

model with observations of dark cores and low-mass protostars.
Red crosses represent the temperatures and velocities obtained
toward L1498 by Lee et al. (2001), Ward-Thompson et al.
(2002), and Tafalla et al. (2004) from observations of CS, N2H

+,
and C18O transitions; from continuum observations obtained
with ISO; and from the modeling of the emission of NH3 line
transitions assuming a thermal coupling between dust and gas,
respectively. As can be seen in Figure 1, the temperature and
velocity prof les obtained with our model are in fair agreement
with the observations at the edge of the core.
Green plus symbols in Figure 1 stand for the density,

temperature, and velocity values derived by Kristensen et al.
(2012) and Mottram et al. (2013) for a sample of low-mass
protostars observed by the Herschel Space Observatory. For
each model, only the observed protostars whose envelope
masses are lower than the mass of the modeled core are shown.
The density prof les obtained with our model are in good
agreement with the observational values at 1000 AU, while
they are slightly higher than the values observationally derived
at the inner regions (<50 AU) of the protostellar envelopes.
The discrepancy probably results from the break of the one-

dimensional symmetry in the inner 100 AU and the eventual
formation of protoplanetary disks during the Class 0 phase (see
Pineda et al. 2012, for instance). The temperatures of the warm
inner region reached at the end of the Class 0 phase lie in the
range of the observed values while the predicted temperatures at
the external part of the envelope seem to be slightly higher than
the observations, probably induced by the coupling between the
dust and gas temperatures assumed in our model. The velocity
prof les in the external protostellar envelopes obtained with our
model assuming a free-fall collapse lie in the range of the values
derived observationally. However, the one-dimensional free-fall
collapse assumed in our model is not necessarily correct in the
inner few hundreds of AU and would tend to overestimate the
infall velocity occurring in the hot corino.

3.2. Chemical Differentiation of Ices in Dark Clouds

3.2.1. Reference Model

The physical model used in this work allows us to follow
the multilayer formation of interstellar ices from the sparse
translucent phase of molecular clouds to the dense and cold
phase seen at the center of dark cores. Figures 2–5 present the
evolution of the physical and chemical properties of a shell
located at the center of the model A-F as a function of the
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Prestellar core
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Protostellar core

Ices form and evolve from translucent dark clouds to dense prestellar 
and protostellar cores 
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Figure 1.Density (top left), temperature (top right), and infall velocity (bottom left) prof les of model A-F plotted for different times and overplotted with observational
data of prestellar (red crosses) and protostellar (green plus) cores (see the text for more details). Evolution of the accretion rate as a function of time (bottom right).
The red cross represents the end of the Class 0 stage def ned as the time when the mass of the protostar reaches half of the total (protostar+envelope) mass.

(A color version of this f gure is available in the online journal.)

stages detected in various clouds, Evans et al. (2009) andMaury
et al. (2011) estimated the lifetime of Class 0 protostars tCO of
1–1.6× 105 yr and 0.4–1× 105 yr, respectively.
Figure 1 compares the physical prof les obtained with our

model with observations of dark cores and low-mass protostars.
Red crosses represent the temperatures and velocities obtained
toward L1498 by Lee et al. (2001), Ward-Thompson et al.
(2002), and Tafalla et al. (2004) from observations of CS, N2H

+,
and C18O transitions; from continuum observations obtained
with ISO; and from the modeling of the emission of NH3 line
transitions assuming a thermal coupling between dust and gas,
respectively. As can be seen in Figure 1, the temperature and
velocity prof les obtained with our model are in fair agreement
with the observations at the edge of the core.
Green plus symbols in Figure 1 stand for the density,

temperature, and velocity values derived by Kristensen et al.
(2012) and Mottram et al. (2013) for a sample of low-mass
protostars observed by the Herschel Space Observatory. For
each model, only the observed protostars whose envelope
masses are lower than the mass of the modeled core are shown.
The density prof les obtained with our model are in good
agreement with the observational values at 1000 AU, while
they are slightly higher than the values observationally derived
at the inner regions (<50 AU) of the protostellar envelopes.
The discrepancy probably results from the break of the one-

dimensional symmetry in the inner 100 AU and the eventual
formation of protoplanetary disks during the Class 0 phase (see
Pineda et al. 2012, for instance). The temperatures of the warm
inner region reached at the end of the Class 0 phase lie in the
range of the observed values while the predicted temperatures at
the external part of the envelope seem to be slightly higher than
the observations, probably induced by the coupling between the
dust and gas temperatures assumed in our model. The velocity
prof les in the external protostellar envelopes obtained with our
model assuming a free-fall collapse lie in the range of the values
derived observationally. However, the one-dimensional free-fall
collapse assumed in our model is not necessarily correct in the
inner few hundreds of AU and would tend to overestimate the
infall velocity occurring in the hot corino.

3.2. Chemical Differentiation of Ices in Dark Clouds

3.2.1. Reference Model

The physical model used in this work allows us to follow
the multilayer formation of interstellar ices from the sparse
translucent phase of molecular clouds to the dense and cold
phase seen at the center of dark cores. Figures 2–5 present the
evolution of the physical and chemical properties of a shell
located at the center of the model A-F as a function of the
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Ice structure predicted by multiphase models

Chemical heterogeneity of ices induced by the gas phase abundance 
and physical evolution in dark clouds
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see Charnley & Rodgers (2009), Garrod & Pauly (2011), Vasyunin  & Herbst (2013), Furuya et al. (2016)
Taquet et al. (2014)



Multiphase models predict double abundance jump profiles around 
protostars, due to the complex evaporation of ice mixtures 

Taquet et al. (2014), See also Vasyunin et al. (2013)
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Figure 9. Gas-phase abundance profiles of the main ice components obtained for the collapsing core A-F at the beginning (left) and at the end (right) of the Class 0
phase.
(A color version of this figure is available in the online journal.)

3.4. Ice Evaporation in Class 0 Envelopes

Once the free-fall timescale of the core is reached, the pro-
tostar formation starts influencing the chemical abundance pro-
files through the warm-up of the protostellar envelope. Figure 9
presents the gas-phase abundance profiles in the protostellar
envelope of the collapsing core A-F for the main ice compo-
nents obtained at the beginning and at the end of the Class 0
phase. As shown in Section 3.1, the strong increase of the
accretion rate induces a quick increase of the temperature in
the protostellar envelope. The multilayer approach used to fol-
low the evolution of interstellar ices induces complex abundance
profiles with double abundance jumps for solid species that are
more volatile than water (see also Vasyunin & Herbst 2013;
Garrod 2013).

For species such as CO, CO2, CH4, or H2CO, the abundance
profiles can be distinguished into three regimes.

1. The cold external envelope, where T < Tev,i (where Tev,i

is the temperature of sublimation of species i), in which
the abundance profile in the gas phase of each species i is
governed by the balance between its formation from gas-
phase reactions and photoevaporation and its destruction
through the freeze-out on grains and its photodissociation.
The decrease of the abundances toward the protostar is due
to the increase of the density, as the accretion rate becomes
more efficient, and to the increase of the visual extinction,
decreasing the photodesorption rates.

2. The cold intermediate envelope, where Tev,i < T <
Tev,H2O, in which a part of their icy content evaporates
thermally when the temperature reaches their temperature
of sublimation through the diffusion of volatile particles
toward the surface. However, most of their volatile content
stays trapped in the ices.

3. The warm inner envelope, where T > Tev,H2O, in which all
the icy material is evaporated with water in the gas phase
when T = Tev,H2O ∼ 100–110 K via the so-called “volcano
desorption” (Collings et al. 2004).

The abundance profiles of species showing similar or
higher binding energies than water do not display the second
regime. Since the temperature in the protostellar envelope
increases with the age of the protostar while the density
decreases, the gas-phase abundances tend to increase with

time, inducing a disappearance of the double desorption
peaks for some species and an increase of the size of the
hot corino region.

As can be seen in Figure 10, the deuteration of all species but
ammonia is higher in the external envelope than in the hot corino.
The D/H ratio predicted in the hot corino reflects the overall
deuteration of ices, whereas the deuteration of the external
envelope is due to the sublimation of the highly deuterated
ice surface through non-thermal processes and is eventually
supported by a gas-phase chemistry. At the beginning of the
Class 0 phase, the D/H ratio of simply deuterated species is
about 10 times higher in the cold envelope, at r = 3000 AU,
than in the hot corino, at r = 10 AU. This is in good agreement
with the difference of deuteration between icy and gaseous
molecules predicted in dense cores. A peak of the deuteration
is observed between 20 and 100 AU, corresponding to the zone
where interstellar ices start to sublimate at T ∼ 100 K during the
fast collapse. Since deuterated species are mostly located at the
surface, they mostly evaporate before their main isotopologue,
which are located in the inner part of the ice, increasing the D/H
abundance ratio in the gas phase in the evaporation zone.

During the evolution of the Class 0 phase, the deuteration of
simply and doubly deuterated species in the hot corino decrease
by one and more than two orders of magnitude, respectively, due
to the gradual collapse of each shell of the envelope (see Table 7
for deuteration values of various species). At the beginning of the
Class 0 phase, the gas seen in the hot corino (1 < r < 30 AU)
comes from the shells located at r ∼ 5000 AU, whereas the
warm gas modeled at the end of the Class 0 phase originates
from shells located at r ∼ 1.5 × 104 AU where the deuteration
is lower. Although the deuteration of water in the hot corino
decreases with the age of the protostar, its deuteration remains
roughly constant in the external envelope. This is due to gas-
phase reactions and, in particular, to the recombination reactions
between highly deuterated OH radicals and their deuterated
isotopologues in the gas phase at 50 < T < 100 K that form
highly deuterated water.

3.5. Consequences on Complex Organics Deuteration

We modeled the formation and the deuteration of complex
organics at the surface of interstellar grains through radical
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Abundance profiles of “icy” species around protostars



Pontoppidan (2006)

Ice mapping in the Ophiuchus-F core Predicted mixtures

Coupling with radiative transfer models ?

Prediction of synthetic spectra to prepare JWST (and SPHEREx) ? 
→  Band profiles highly depend on ice composition and mixture: can models guide 
observations ?



GRAINOBLE on GitHub
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Fortran90 code with two Python scripts to run and analyse the 
simulations: 

Three networks: 
- Network 1: H2O, CO2, and CH3OH formation without gas phase chemistry 
- Network 2: ice deuteration  
- Network 3: extended surface + KIDA gas phase networks 

Four options: 
1) Invididual simulations with constant physical conditions 
2) Spatial evolution with evolving physical conditions 
3) Model grid to explore the impact of physical conditions on ice chemistry 
4) Sensitivity analysis to evaluate the impact of surface and chemical parameter 

uncertainties on ice chemistry 

“Astronomical” and “experimental” versions, if requested



Impact of physical conditions on ice composition
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Impact of uncertainties on ice composition
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10% uncertainty on binding energies, diffusion-to-binding energy ratio, 
and activation energies 

See recent works by Penteado et al. (2017), Holdship et al. (2018)

nH = 2x104 cm-3, T = 10 K



Impact of uncertainties on ice composition
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10% uncertainty on binding energies, diffusion-to-binding energy ratio, 
and activation energies 

See recent works by Penteado et al. (2017), Holdship et al. (2018)

nH = 2x104 cm-3, T = 10 K



Impact of uncertainties on ice composition

21

10% uncertainty on binding energies, diffusion-to-binding energy ratio, 
and activation energies 

See recent works by Penteado et al. (2017), Holdship et al. (2018)

nH = 2x104 cm-3, T = 10 K



Chemical modelling of laboratory experiments: 
→ validation of the formalism and constraints on surface/chemical parameters ? 

Example for CO hydrogenation (Watanabe et al. 2004 and Fuchs et al. 2009): 
Ed/Eb = 0.45 ± 0.05 
Ea(CO+H->HCO) = 4000 ± 500 K 
Ea(H2CO+H->HCO+H2) = 4000 ± 250 K 
Ea(H2CO+H->CH3O) = 4750 ± 250 K

Experiments from Watanabe et al. (2004)

Flux = 5x1014 cm-2 s-1

Constraining the models with experiments

A&A proofs: manuscript no. expmodelling_v1
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Fig. 3. Temporal evolution of the chemical abundances in ices in the experiments by Watanabe et al. (2004) (crosses) and with
the best-fit models (lines) at 8 K, (left), 10 K (center) and 12 K (right). Dashed and solid lines represent the results of the best-fit
model of grid (1) with two free parameters and grid (2) with five free parameters, respectively (see Table ?? for the best-fit values
of each grid and the associated χ2).)
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Fig. 4. Temporal evolution of the chemical abundances in ices in the experiments by Fuchs et al. (2009) (crosses) and with the
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Conclusions

23

Multiphase rate equations offer a good compromise between 
chemical complexity, computational efficiency, and microchemical 
accuracy: 

✔ Predictions of the ice structure and ice evolution from dark clouds to 
protostars, disks, and planetary systems 

- Coupling with radiative transfer models to prepare and interpret IR spectra ? 

✔ High number of simulations to estimate uncertainties of predictions 
- Statistical analysis to evaluate the influence of input parameters 
- Apply the model to laboratory experiments to constrain the models and 

understand the processes at work ? 

Please contact me if you wish to use the code and/or if you have suggestions ! 
(taquet@arcetri.astro.it) 
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